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ABSTRACT. Analysis of gene deletions is a fundamental approach
for investigating gene function. We evaluated an algorithm that uses
classification techniques to predict the phenotypic effects of gene dele-
tions in yeast. We used a modified simulated annealing algorithm for
feature selection and weighting. The selected features with high weights
were phylogenetic conservation scores for bacteria, fungi (excluding
Ascomycota), Ascomycota (excluding Saccharomyces cerevisiae),
plants, and mammals, degree of paralogy, and number of protein-protein
interactions. Classification was performed by weighted k-nearest neigh-
bor and with support vector machine algorithms. To demonstrate how
this approach might complement existing experimental procedures, we
applied our algorithm to predict essential genes and genes causing mor-
phological alterations in yeast.
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INTRODUCTION

Baker’s yeast, Saccharomyces cerevisiae, has been used in baking and brewing since
ancient times. This organism was the first completely sequenced eukaryote, and it is one of the
most intensively studied model organisms to date. Despite its importance, we know little about
the phenotypic effects of most genes, and about one third of its 6,600 genes have no functional
annotation at all. Analysis through gene deletion is a fundamental approach to understanding
gene function by investigating the consequences of gene loss. We can define the functional
significance of a gene by its essentiality; an essential gene makes the cell nonviable when
knocked out. The goal of the Saccharomyces Genome Deletion Project (http://www-sequence.
stanford.edu/group/yeast_deletion_project) is to collect a complete set of yeast deletion strains,
using a PCR-based gene deletion strategy (Baudin et al., 1993; Wach et al., 1994). The objec-
tive of this effort is to investigate gene function through phenotypic analysis of deletion mutants
and to identify genes essential for viability in yeast. Essential yeast genes, in particular those
encoding proteins without human homologs, are valuable targets for antifungal drugs. To date,
about 95% of the yeast genes have been tested for essentiality: 18.7% of them are essential for
growth on glucose-rich media. An initial screening of 4,401 yeast genes determined that about
15% of the tested genes cause morphological alterations when they are knocked out. Several
similar projects targeting other organisms are under way (Akerley et al., 2002; Kobayashi et al.,
2003; Smalley et al., 2003; Salama et al., 2004).

Our goal was to complement the existing experimental methods with an in silico pre-
diction of the phenotypic effects of gene deletion. It is known that essential yeast genes share
distinctive features; for example, they are more likely to have homologs in other organisms, and
they have fewer paralogs than non-essential genes (Giaever et al., 2002). We hypothesize that
such features could be useful for the systematic prediction of essential genes and genes causing
morphological alterations. To test this hypothesis, we analyzed the dataset provided by the Saccha-
romyces Genome Deletion Project for relevant features. We identified phylogenetic conservation
scores for bacteria, fungi (excluding Ascomycota), Ascomycota (excluding S. cerevisiae), plants,
and mammals, the degree of paralogy, and the number of protein-protein interactions as the most
important features. We developed an automatic classification scheme, using an ensemble of weighted
k-nearest neighbor (KNN) and support vector machines for identifying essential yeast genes
and for predicting morphological alterations. We applied our algorithm to the thus far untested
yeast genes, yielding more than 2,000 new annotations. A similar study focusing on protein
dispensability instead of morphological alterations has been reported in Chen and Xu (2005). In
that study, protein dispensability in yeast was represented as a fitness score that was measured
by the growth rate of gene deletion mutants. Neural network and support vector machine were
applied to predict protein dispensability through high-throughput data. They found that a protein’s
dispensability shows significant correlations with its evolutionary rate, duplication rate, and con-
nectivity in protein-protein interaction and gene-expression correlation networks.

MATERIAL AND METHODS

Dataset description

We downloaded the Yeast Deletion Collection of the Saccharomyces Genome Dele-
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tion Project (http://www-sequence.stanford.edu/group/yeast_deletion_project). The dataset we
used consisted of 1,098 essential open reading frames (ORFs), 5,198 non-essential ORFs, and
360 ORFs not available in the Yeast Deletion Collection. In addition, we downloaded an accom-
panying collection of 4,401 deletion mutants screened for altered cell morphologies from the
supplementary material of Giaever et al. (2002). The deletion mutant morphologies were grouped
into seven classes: ‘elongated’, ‘round’, ‘small’, ‘large’, ‘pointed’, ‘clumped’, and ‘other’ (mu-
tants with more than three kinds of morphological phenotypes).

Inspired by related work on gene classification (Lopez-Bigas and Ouzounis, 2004), we
compiled a set of features that were assumed to have predictive power. The selected features
were protein length, degree of paralogy, number of protein-protein interactions, and phyloge-
netic conservation scores formed by comparing yeast proteins with proteins of the following
groups: viruses, Archaea, bacteria, Protista, fungi (excluding Ascomycota), Ascomycota (ex-
cluding S. cerevisiae), plants, invertebrates, vertebrates (excluding mammals), and mammals.

Yeast protein sequences and sequence features were obtained from the Ensembl
(Hubbard et al., 2005) database. All other protein sequences were downloaded from CoGenT
(Janssen et al., 2003) and SwissProt-Trembl (Gasteiger et al., 2003). We derived protein-protein
interaction data from DIP (Xenarios et al., 2001). The sequence comparisons for the degree of
paralogy and phylogenetic conservation scores were done using Blastp, with the BLOSUM62
matrix and an e-value threshold of 10-6. To measure paralogy of a yeast gene, we divided the
score of the best Blastp hit found in yeast (excluding the hit against itself) by the Blastp score of
the hit against itself.

To determine phylogenetic conservation, we computed for each yeast protein in each
taxonomic group a conservation score between 0 and 1. We divided the Blastp score of the
closest homologue in that taxonomic group by the Blastp score of the protein against itself.
Based on the chosen taxonomic partition, this measure gives an estimation of the mutation rate that
the protein has been subjected to during evolution, and it is independent of the length of the protein
(see Lopez-Bigas and Ouzounis, 2004). All features were scaled to a range between 0 and 1.

Classification algorithms

We used two different classification algorithms: weighted KNN (Cover and Hart, 1967)
and support vector machine (Vapnik, 1999). We then combined the two classifiers by merging
their predictions (essential genes).

KNN is an instance-based learning algorithm that locates the k closest neighbors of
each test object in the training dataset using a weighted Euclidean distance measure. The test
object is then assigned the class to which most of its neighbors belong. We chose the weighted
KNN algorithm as a classifier for our problem because it is well suited for multi-modal classes.
So, even if the target class consists of objects whose independent variables have different
characteristics for different subsets, it can still lead to high accuracy. We tested the perfor-
mance of the KNN classifier with multiple values of k and selected k = 21.

Support vector machine (SVM) is a relatively new learning algorithm that solves two-
class pattern recognition problems. It maps the training data in a high-dimensional space and
searches for the best decision hyperplane that separates the two classes with the maximum
margin. A new object is classified by plotting it in the same high-dimensional space and by
determining its position with respect to the separating hyperplane.
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Feature selection with weight adjustment

Adjusting the relative weights of the features is an optimization step that improves the
classification power of the feature set. Simulated annealing is a global optimization algorithm
(Kirkpatrick et al., 1983), which we used to adjust the weights of the features. We used a
wrapper approach (Kohavi et al., 1997), in which the classification algorithm is used in the
decision making process. We used classification accuracy as our objective. We started feature
selection with a greedy backward elimination and then switched to simulated annealing for
weight adjustment. At each iteration of simulated annealing, a feature is selected for weight
adjustment. The special characteristic of this algorithm is that while better solutions are always
accepted, poorer solutions are also accepted with a non-zero probability. This prevents the
algorithm from getting stuck in a local optimum.

We blended some techniques of Tabu search (Glover and Laguna, 1993) with our algo-
rithm in order to improve its run time behavior. Our algorithm stores recently visited attributes in
a Tabu list. The attributes in the Tabu list cannot be selected for weight adjustment during the
Tabu tenure. The Tabu tenure that we used was half the number of attributes of our gene set.

The direction for weight adjustment, either positive or negative, was chosen based on
the expected gain in classification accuracy. We then kept adjusting the weight in small incre-
ments, using hill climbing, until we saw no further improvement in the objective function.

RESULTS

We constructed a balanced dataset with an equal number of essential and non-essential
genes in order to achieve a better generalization, as there are fewer essential genes than non-
essential genes. We used all 1,098 essential genes and 1,098 randomly selected non-essential
genes to form a training set of 2,196 genes. We used k-fold cross-validation to evaluate the
performance of our classifiers. The data set is divided into k balanced subsets of approximately
equal size, and training and testing of the algorithm is repeated k times. Each time, one of the k
subsets is used as test set and the other k-1 subsets are merged to form the training set. The
average performance across all k trials is then computed. In case of high variability in the
results, this average is likely to be unreliable. Averaging multiple cross-validation results using
different splits in the dataset might reduce this variance and yield a better performance estima-
tion (Kohavi, 1995).

The features and the final weight combination returned by weight adjustment proce-
dures are shown in Table 1. The weights are real numbers between 0 and 1, which indicate the
factor by which the corresponding feature is weighted. The wrapper approach returned two
different sets of weights for the two classifiers.

Table 2 shows our classification results. The values shown are the averages of 10
different 10-fold cross-validation experiments. SVM performed marginally better in accuracy
and recall than KNN, while the precision values of KNN were higher than those of SVM. Our
combined classifier achieved a very high recall value (81.22%), while it still maintained an
acceptable accuracy value. We can increase precision at the expense of recall, and vice versa,
by varying the thresholds for the predictions. Receiver operating characteristic (ROC) curves
can be used to display classifier performance with different combinations of specificity (= true-
positive rate) and sensitivity (= 1-false-positive rate). The x-axis of an ROC curve shows the
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Table 1. Features and their weights.

The weights are real numbers between 0 and 1, indicating the factors by which the corresponding features are multiplied.
CS = conservation score; KNN = k-nearest neighbor; SVM = support vector machine.

Features Weight - KNN Weight - SVM

Protein length 0.00 1.00
Degree of paralogy 1.00 1.00
Protein-protein interactions 1.00 1.00
Viruses CS 0.00 1.00
Archaea CS 0.00 1.00
Bacteria CS 1.00 1.00
Protista CS 0.00 0.00
Fungi CS 0.30 1.00
Ascomycota CS 0.05 1.00
Plants CS 0.30 0.75
Invertebrates CS 0.15 0.05
Vertebrates CS 0.60 0.00
Mammals CS 0.60 1.00

fraction of false-positives and the y-axis the fraction of true-positives in the classifier results.
Figure 1 shows the ROC curves for the different classifiers using the average true-positive and
false-positive rates obtained from a 10-fold cross-validation experiment. The area under the
ROC curve describes the accuracy of the prediction; the greater the area, the better the predic-
tion algorithm (Table 2).

There were 360 genes in our gene set for which the PCR-based gene deletion strategy
did not work. We attempted to classify these genes using our procedure. KNN predicted 14 of
these genes as essential and 346 as non-essential, while SVM predicted 7 genes as essential

Table 2. Classification results.

Actual Predicted

Essential Essential a
Essential Non-essential b

Non-essential Essential c
Non-essential Non-essential d

Accuracy (%) Recall (%) Precision (%) Area under
(a + d)/(a + b + c + d) a/(a + b) a/(a + c) the curve

KNN 73.40 74.15 73.12 0.81
SVM 74.06 76.83 73.00 0.82
Combined Classifier 71.83 81.22 68.46 0.82

Accuracy, precision, and recall results are averages of 10 independent 10-fold cross-validation runs. The area under the
curve is the area under the receiver operating characteristic curve; it combines classifier performance information across
all combinations of sensitivity and specificity. KNN = k-nearest neighbor; SVM = support vector machine.
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and the remaining 353 genes as non-essential. Five genes, YBL071W-A, YGL190C, YHR072W-
A, YHR089C, and YHR165C, were predicted as essential by both classifiers. Table 3 lists the
genes that were predicted as essential from within the set of unknown genes, along with the
classifier that made the prediction, and a brief description, obtained from Ensembl.

In addition, we also investigated genes causing morphological alterations. Giaever et al.
(2002) visually screened 4,401 of the yeast deletion mutants to identify genes involved in spec-
ifying cell shape and size. We used this data set as training data for our predictions. A summary
of the results is shown in Table 4.

DISCUSSION

We developed a method to predict essential genes and morphological alterations caused
by gene deletions in yeast. We started with a feature set consisting of protein length, degree of
paralogy, number of protein-protein interactions, and phylogenetic conservation in various taxo-
nomical groups. Our approach uses a “staggered” simulated annealing algorithm to determine a
distinctive feature set and corresponding feature weights. Two enhancements were added to
simulated annealing in order to speed up and stabilize the search process. First, we used the
concept of a Tabu list to ensure that the search space is sampled more evenly. Second, we
implemented local hill climbing to guide the algorithm to possibly interesting states.

The learned feature set emphasizes the importance of paralogs, protein-protein interac-
tions, and gene conservation for the prediction of essential genes and morphological alterations.
Although these results are in good concordance with related gene classification projects
(Kuramochi and Karypis, 2001; Lopez-Bigas and Ouzounis, 2004; Chen and Xu, 2005), they
have to be interpreted very carefully. Additional features might render some of the current

Figure 1. Receiver operating characteristic (ROC) curves. Average ROC curves of k-nearest neighbor (red), support
vector machine (blue), and combined classifier (black) for 10-fold cross-validation test data.
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Table 3. New predicted essential genes.

Gene descriptions were obtained from the Ensembl database. KNN = k-nearest neighbor; SVM = support vector machine.

Gene Classifier(s) Description

YBL071W-A KNN, SVM Protein involved in sensitivity to G1 arrest induced by Kluyveromyces lactis
toxin, zymocin; shows genetic interactions with components of the RNA poly-
merase II elongator complex.

YEL020W-A SVM Mitochondrial intermembrane space protein mediating import and insertion of
polytopic inner membrane proteins.

YEL021W SVM Orotidine-5'-phosphate decarboxylase.
YER029C KNN Associated with U1, U2, U4, and U5 snRNPs as part of the Sm-core that is

common to all spliceosomal snRNPs; U1 snRNP protein.
YER100W KNN Ubiquitin-conjugating enzyme involved in ER-associated protein degradation;

located at the cytosolic side of the ER membrane; tail region contains a trans-
membrane segment at the C-terminus; substrate of the ubiquitin-proteasome
pathway.

YFL034C-B KNN Component of the RAM signaling network, localizes and activates the Ace2p in
the daughter cell nucleus to direct daughter-cell-specific transcription of several
genes involved in cell separation; Mob1p-like protein.

YGL190C KNN, SVM Non-essential regulatory subunit B of protein phosphatase 2A; has multiple
roles in mitosis and protein biosynthesis; found in the nucleus of most cells but
also at the bud neck (large-budded cells) and at the bud tip (small-budded cells).

YHR039C-A KNN Vacuolar H+ ATPase subunit G of the catalytic (V1) sector.
YHR052W KNN Core interacting component 1; ribosome biogenesis protein.
YHR053C KNN Metallothionein, binds copper and mediates resistance to high concentrations of

copper and cadmium; locus is variably amplified in different strains, with two
copies, CUP1-1 and CUP1-2, in the genomic sequence reference strain S288C.

YHR072W-A KNN, SVM Constituent of small nucleolar ribonucleoprotein particles containing H/ACA-
type snoRNAs, which are required for pseudouridylation and processing of pre-
18S rRNA.

YHR089C KNN, SVM Protein component of the H/ACA snoRNP pseudouridylase complex, involved
in the modification and cleavage of the 18S pre-rRNA.

YHR165C KNN, SVM Component of the U4/U6-U5 snRNP complex, involved in the second catalytic
step of splicing.

YJR135W-A KNN Mitochondrial intermembrane space protein mediating import and insertion of
polytopic inner membrane proteins; homolog of human deafness dystonia pep-
tide 1, which is mutated in the X-linked Mohr-Tranebjaerg syndrome.

YJR138W KNN Protein of unknown function, green fluorescent protein-fusion protein localizes
to the vacuolar membrane.

YOL145C KNN Component of the Paf1p complex, which is a large complex that binds to and
modulates the activity of RNA polymerase II and is required for expression of a
subset of genes, including cyclin genes; contains TPR repeats.

features less important. Even more troublesome is the possibility that bias in the underlying data
sources might corrupt predictions. For example, a recent study (Coulomb et al., 2005) suggests
that many postulated relationships between topological characteristics in yeast interaction net-
works and gene essentiality are artifacts due to such database bias, and that dispensability of a
gene is only weakly related to its number of protein-protein interactions. Our approach tries to
safeguard against bias in single features by combining multiple features and classifiers into a
consensus prediction, but systematic research to identify bias in databases and experimental
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techniques, as well as to develop robust algorithms, is critical for any subsequent research. Our
single classifiers (KNN and SVM) achieve values between 73-77% for accuracy, precision,
and recall, and our combined classifier achieves a high recall value of 81%. It is very likely that
additional gene features, such as mRNA or protein expression levels (Mering et al., 2002),
codon adaptation index (Coghlan and Wolfe, 2000), propensity of gene loss (Krylov et al., 2003),
or less biased data sources, such as pools of large-scale protein interaction studies instead of a
dataset of mixed sources like DIP, as suggested in Coulomb et al. (2005), would even further
improve these results. We plan to conduct corresponding experiments in the future.

We used our method to supplement the collection of essential yeast genes and to comple-
ment screening for genes involved in morphological alterations. We predicted 16 new essential
genes and over 2,000 new candidates for morphological alterations. These are candidates for
further biological investigations. Although our method requires training data and may require
further experimental verification, there are many potential applications, in which our technique
might complement and speed up other approaches. For example, there are more than 900 E.
coli genes of unknown status with respect to essentiality (Hashimoto et al., 2005).
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