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ABSTRACT. Many research areas have datasets that face the 
challenges of high dimensionality and multilinearity. Although 
existing methods are efficient for constructing a complete model, it is 

often necessary to select the most important explanatory variables to 
obtain more parsimonious models. We evaluated and built models 
using three methods of selection of variables applied to data of single 

nucleotide polymorphism (SNP) markers and near-infrared 
spectroscopy (NIR), in addition to assessing the improvement in 
prediction quality when compared to the use of complete data. These 

included ordered predictors selection associated with partial least 
squares regression (PLS-OPS), sparse partial least squares regression 

(SPLS), and Supervised BLasso, the latter being an adaptation of the 
Bayesian Lasso (BLasso) method for variables selection. We used 
simulated data sets evaluated in two scenarios, and three real data 

sets, composed of one set of SNPs and two sets of NIR data. The 
predictive quality of each model was evaluated based on the mean 
correlation coefficient between predicted and actual values, and the 

square root mean squared error. In the set of simulated data evaluated 
in the first scenario, in terms of predictive capacity, the models after 

variables selection were similar when compared to the use of the 
complete data model, whereas in the second scenario, on average, the 
models performed better after the selection of variables, with SPLS 
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being superior to the other methods. In the real SNPs dataset, the 
PLS-OPS had a good performance, attesting the usefulness of this 
method for this kind of data. In the NIR datasets, the predictive 

quality of models after variable selection were close to those obtained 
with the complete data. In general, when using the selection methods, 
the models maintained a good predictive capacity and became 

simpler due to the considerable reduction in the number of variables. 
 
Key words: PLS regression; BLASSO; OPS; Chemometrics; Prediction power 

INTRODUCTION 
 

In general, any experiment to be evaluated can be modeled by a statistical function 
that contains the variables under study. When the models present many correlated 
(multicollinearity) explanatory variables associated with few observations (high 

dimensionality), traditional methods for constructing models for the prediction cannot be 
used. In these cases, specific techniques are employed for the model fitting.  

Although existing multivariate methods are, in most cases, efficient for the model 
construction, it is often necessary to select the most critical variables that can guarantee 
more parsimonious models and, in some cases, with more predictive capacity  (Cai et al., 

2008). Some research areas originally have datasets with high dimensionality and 
multilinearity. We can cite the Genome-Wide Association (GWAS), which consists of 
evaluating the association between data of SNPs (Single Nucleotide Polymorphisms) 

markers to some phenotype of interest (Beck et al., 2014) and chemometrics, a discipline of 
chemistry that consists of analyzing sets of multivariate data of chemical origin using 

statistical methods (Ferreira et al., 1999). One way to get information about the chemical 
properties of samples is by using near-infrared spectroscopy (NIR) (Dardenne et al., 2000; 
Da Silva et al.,2017; De Lima et al., 2020). 

NIR spectroscopy, coupled with multivariate statistical methods, such as partial 
least squares (PLS) regression, has been used to make predictions of some specific property 
of samples in place of high-cost laboratory methods (Cozzolino et al., 2004; Spahn et al., 

2008). Its use is simple, fast, accurate, and does not generate waste in the environment 
(Valderrama et al., 2007; Morgano et al., 2008). For NIR data, the PLS regression method 
proved to be more efficient in dealing with experimental noises (Teófilo et al., 2009). 

Among the methods of selecting variables used in chemometrics,  the ordered 
predictors' selection (OPS)  (Teófilo  et al.,  2009; Roque et al., 2019) proved to be efficient 

in the selection of  NIR data variables (Costa and De Lima, 2013; Guimarães et al., 2016; 
Caliari et al., 2017; Castro et al., 2019; Yu et al., 2020; Oliveira et al., 2021). The OPS 
method combines PLS adjustment with some criteria for variable selection (PLS-OPS). 

In the GWAS, after using criteria for variable selection, we can identify which 
SNPs are responsible for the variation of the phenotypic characteristic of interest. To 
perform the modeling of SNPs data, de Los Campos et al. (2009) suggest some statistical 

methods under Bayesian focus, such as the Bayesian Lasso (BLasso) (Park and Casella, 
2008). The BLasso with a selection of variables (Supervised BLasso) functions as a method 

of fitting the data while selecting variables once a significance limit is established so that 
the regression coefficients below this limit are discarded. 
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In addition to the selection methods mentioned, we can highlight the sparse partial 
least squares (SPLS) regression, proposed by Chun and Keles (2010), used in different 
datasets (Feng et al., 2012; Colombani et al., 2012; Abdel-Rahman et al., 2014). SPLS can 

be applied to a large set of highly correlated data. The method was developed based on PLS 
and has the advantage of simultaneously reducing the dimensionality of the data and 
selecting the variables efficiently (Chun and Keles, 2010). Therefore, it also works as a 

selection method. 
We evaluated and constructed models using three variable selection methods (PLS-

OPS, supervised BLasso, and SPLS) on SNPs and NIR data. We ran the analysis on real 

and simulated data of SNP markers and on real NIR data. The effect of variable selection on 
the predictive quality of the reduced model compared to the full model was also evaluated. 

MATERIAL AND METHODS 

Obtaining synthetic data 
 

We simulated datasets of SNP markers with N independent individuals and p SNPs. 
For each simulation, in addition to the X matrix of markers, the vector y of phenotypic 
observations was obtained. We built the scripts to generate the simulated data using the 

software R (R Core Team, 2017), following the algorithm presented in Feng et al. (2012). 
The simulated genotypes form the rows of the SNP markers matrix X. Genotypes 

are generated from two simulated independent haplotypes. Considering biallelic SNPs, 
these can be represented by 0 and 1. This situation can be exemplified in Table 1, in which 
an individual's genotype vector was constructed from haplotype vectors, considering p = 10 

SNPs markers. 
 

 

Table 1. Hypothetical example of an individual's genotype. 

 

 SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8 SNP9 SNP10 

Vectors of 0 1 1 1 1 0 0 1 0 1 

Haplotypes 1 0 0 1 1 1 0 1 0 0 

Genotype 0/1 1/0 1/0 1/1 1/1 0/1 0/0 1/1 0/0 1/0 

 
For defining each xij element of X, we considered the following encoding: 

𝐱𝐢𝐣 =  

−1 if the ith SNP has genotype 0 0,                     

0  if the ith SNP has genotype 0 1   or 1 0 ,

1  if the ith SNP has genotype 1 1                     

  

Therefore, according to the example proposed in Table 1, the first row of matrix X 
will consist of: 

 0 0 0 1 1 0 −1 1 −1 0  

Simulation description 

The array of SNPs markers 
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The Bernoulli distribution was used, which provides us with the values 0 or 1 to 
define each haplotype vector's value. Therefore, considering H

t 
= (H1,…,Hp) a vector of 

dimension p×1 of Bernoulli variables, that is, Hi~Bernoulli μi  with i = 1,..., p, the means 

vector will be given by µ = (µ1,…,µp). We will summarize the simulation of the X matrix of 
markers in 4 steps: 

STEP 1: Initially, 500 SNPs markers were defined for the construction of the 
dataset. 

STEP 2: We obtained the vector of marginal means of each SNP. The vector of 

means µi = (µ1, …, µ500) with I = 1,…, 500 was obtained from the simulation based on the 
uniform distribution (0.1, 0.9).  

STEP 3:  We calculated the matrix of Covariances V of H. For this, considering 

 Hi~Bernoulli(μi), a matrix was constructed in which the main diagonal contained the 
values Vii = var (Hi) = µi (1- µi) and zero off-diagonal. Following that, we obtained the 

correlation matrix ρij, i, j = 1, …, 500, in which ρij = 1, when i = j. To ensure that closer 
SNPs are more correlated, we obtained the correlation matrix values from a uniform 
distribution accordingly to the distance between pairs of SNPs (Table 2): 

 
 

Table 2. Correlation between simulated SNPs of uniform distribution with different intervals dependent on 

distance difference |i-j| between pairs of SNPs. 

 

|i -j| Range 

1 (0.6-0.9) 

2 (0.4-0.6) 

3 (0.3-0.6) 

4 (0.3-0.5) 

5 (0.2-0.5) 

6 (0.2-0.4) 

7 (0.1-0.4) 

8 (0.1-0.3) 

9 (0.1-0.2) 

10 (0-0.1) 

 

Finally, we obtained the covariance matrix V of H by making its main diagonal 
composed of the values Vii = var (Hi) = µi (1- µi) and the off-diagonal elements by                

Vij = Vji = cov(Hi , Hj) = ρij ViiVjj ,  with i ≠ j. 

STEP 4: With the covariance matrix V and the SNPs mean vector, we simulated the 
haplotypes. The algorithm for finding the Hi haplotype vectors of individuals can be 
summarized as follows: 

We generate H1 from a Bernoulli distribution (μ1); 
For i = 2, ..., p, we consider Vi-1 the covariance matrix of (H1, H2, ..., Hi-1) in which 

the index i-1 represents the first i-1 rows and columns of V. Let be a vector si of dimension 
i-1 given by si = (cov(H1, Hi),…, cov(Hi-1, Hi))

t
, we can observe that si is precisely the first i-

1 entry of the ith column of matrix V. So, Hi is generated from a Bernoulli (µi
*
), where µi

*
 is 

a conditional average of Hi given the values of (H1,…,Hi-1)
t
. Given that (H1,…,Hi-1)

t
 = 

(h1,…,hi-1)
t
, the conditional mean of µi

*
 is given by: 

μi
∗ = P 𝐇𝐢 = 1 h1,…, hi−1 

= μi + 𝐕𝐢−𝟏
−𝟏 𝐬𝐢  h1,..., hi−1 

t − (μ1,..., μi−1)t 
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Each individual's genotype was obtained from two independent haplotypes, as 
shown in Table 1. Thus, we get the X matrix of SNPs markers.  For this study, we 
considered N = 100 individuals, corresponding to rows of matrix X. 

Vector of phenotypic observations 
 

The y vector of phenotypes is obtained from a multiple linear regression model. 
This model is described by:  

 

                                                       y= Xβ + ε                                                   (Eq. 1) 
Being X the matrix of SNPs markers, β the regression coefficients and Ɛ the vector 

of independent random errors, with εi ~ N(0, σ
2
).   

To find the vector y, we must use the X matrix of markers and get the vectors β500x1 

and Ɛ100x1. Considering, σ
2 
= 1, the vector Ɛ was generated from a normal distribution (0,1). 

This study consisted of two scenarios that differ from each other according to the 
vector β used. In Scenario 1, the vector β was generated from a normal distribution (0,1). In 
this case, the values greater than the module of 1.6 were defined as significant, responsible 

for the variation of the phenotypic characteristic of interest. In Scenario 2, β was also 
generated from a normal distribution (0,1), and we chose some specific values ranging from 
0.4 to 2.1 to be associated with significant SNPs. Once the vectors β, Ɛ and the X matrix of 

SNPs markers were obtained, the vector y of phenotypic observations was calculated, 
according to Equation (1). In both scenarios, we set values of the vector β not considered 

significant as 0. 
The process described above was repeated 1000 times, thus producing 1000 

datasets. At each dataset simulation, the matrix X and the vector Ɛ varied, making different 

vector y. The β vector was generated only once, and then its values were fixed, aiming to 
verify the frequency with which the methods select the SNPs associated with these fixed 
values.  

In each simulated set, the samples/individuals of X and y (i.e., their rows) were 
separated into two subsets (training and testing). Twenty percent of the samples formed the 

test set, and the remaining (80% of the samples) the training set, according to the Kennard-
Stone algorithm (Kennard and Stone, 1969). 

Real SNP dataset 
 
For this study, we used a dataset of corn production in irrigated conditions 

presented by Crossa et al. (2010). Thus, we considered the grain yield of 264 individuals as 
a quantitative characteristic under 1135 SNP markers. 

Real NIR dataset 
 
We use the fiber content (FIBER) and Lignin of Sugarcane obtained from an 

experiment carried out in the Sugarcane Genetic Breeding Program (PMGCA) of the 
Federal University of Viçosa (UFV), Vicosa, MG, Brazil. The spectra referring to FIBER 
were obtained in the middle third of the stalk. The data were arranged in an X matrix, with 

168 rows and 3113 columns. In this study, the best pretreatments evaluated in previous 
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analyses were: smoothing (5-point window, polynomial degree = 2), multiplicative scatter 
correction (MSC), and mean centering. 

A total of 256 leaf samples were used to predict the Lignin content in sugarcane.  

NIR spectra were obtained directly from the green leaf without a sample preparation 
procedure.  The data referring to the spectra were arranged in an X matrix, with 256 rows 
and 1038 columns. The best pretreatments obtained from previous analyses were: baseline 

correction, second derivative, MSC, and mean centering. Pasquini (2003) presents detailed 
information on pretreatments and their importance in reducing noise intrinsic to spectra. 
Spectra graphs were obtained through the Matlab 7.9 software (Math Works, Natick, USA) 

at the Instrumentation and Chemometrics Laboratory (LINQ) of UFV. 

Computational Resources 

Sparse partial least squares regression (SPLS) 
 

The SPLS model was performed in the R software via the spls() function of the 
SPLS package (Chung et al., 2019). 

Ordered predictors selection associated with PLS Regression (PLS-OPS)  
 

The computational scripts referring to the PLS-OPS method (Teófilo et al., 2009) 
were all specifically developed and implemented in the R software.  For model fitting, we 
used the pls package (Mevik et al., 2019) in R. 

Supervised BLasso   
 

For fitting the model with the supervised BLasso method, we used the bglr() 
function of the BGLR package (Perez and De Los Campos, 2014) of software  R. After a 
stage of convergence tests, it was decided to user 25000 iterations, of which 10000 were 

discarded (burn-in) to ensure the heating of the chain, and with the selection of one every 
three iterations (thin). 

Since supervised BLasso causes many regression coefficients to be close to zero 

(Park and Casella, 2008), a selection criterion was initially created in which 80% of the less 
significant variables would be discarded and the remaining variables selected. For a better 

comparison between the methods proposed in Scenario 2 of the simulated data, in addition 
to the selection criterion described above, a second criterion was adopted for the supervised 
BLasso: we matched the number of variables that the supervised BLasso would select from 

the number of variables selected by the SPLS and PLS-OPS methods, respectively, 
according to the comparison of interest. 

For each fitted selection model, we obtained the vector that contains the predicted 

values of the phenotypes (y ), and then we got the statistics that infer about prediction errors, 
as described below.   

Data simulation 
 

The simulated data matrices were obtained under two distinct scenarios (Figure 1): 
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Scenario 1 
 

We generated the β vector from a 𝑁 0,1  distribution; values greater than the 

module of 1.6 (corresponding to 52 elements) were chosen to be significant. 
In this scenario, we implemented SPLS, PLS-OPS, and supervised BLasso 

(Criterion 1:  20% of the most significant variables were selected). 

Scenario 2 
 

We chose ten random values from β ~N(0,1) ranging from 0.4 to 2.1. 
In this scenario, we implemented SPLS, PLS-OPS, and supervised BLasso 

(Criterion 1 and Criterion 2: we equaled the number of variables that the supervised BLasso 

would select to the number of variables selected by the SPLS and by the PLS-OPS methods, 
respectively). 

The following methods were evaluated in the real dataset: SPLS, PLS-OPS, and 

supervised BLasso (under Criterion 1). 
            

 
     Figure 1. Schema of the methodologies implemented in the datasets. 

Criteria for Comparison of Methodologies 
 
The efficiency of the constructed models can be verified using: correlation 

coefficient (r) and the root mean squared error (RMSE), given by: 

 

                                    𝑟 =
   𝑦 𝑖−𝑦    𝑦𝑖−𝑦  

𝑛
𝑖=1  

    𝑦 𝑖−𝑦   
2𝑛

𝑖=1     𝑦𝑖−𝑦  2𝑛
𝑖=1  

                                   (Eq. 2) 

and 

                                                RMSE =  
 (y i−y i)²n

i=1

n
                                      (Eq. 3) 

where: 

yi  e  y i are the observed and the predicted values, respectively, 𝑦   is the mean 

predicted value and 𝑛 is the number of samples belonging to each prediction subset.   
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Evaluation of the performance of the methods in simulated datasets. 
 
To evaluate the performance of the built models, as well as their predictive ability, 

we used two criteria: 

The frequency with which the proposed methods selected significant SNPs in the 
simulated datasets; 

The mean correlation values and RMSE variation intervals in the prediction subset. 

RESULTS AND DISCUSSION 

Simulated datasets (Scenario 1) 
 
In Scenario 1, the vector of regression coefficients representing the actual SNPs' 

effects consisted of 52 elements, each corresponding to a significant marker. The remaining 

448 SNPs received their effects βi equal to zero. 
The mean values of the correlation coefficient (r) and the range of variation of the 

root mean squared error (RMSE) of prediction using BLasso and PLS methods, on the 

complete dataset (a) and by the selection methods (supervised BLasso, SPLS,  and PLS-
OPS) (b), appear in Table 3. 

 
 

Table 3. Mean correlation coefficient (r) and root mean squared error (RMSE) variation interval between 

predicted value (y p) and actual (y) belonging to the prediction subset in the 1000 simulations, evaluated in 

scenario 1. (a) BLasso and PLS methods applied on the complete dataset. (b) supervised BLasso, SPLS, 

and PLS-OPS applied on the dataset after variable selection. 

 

 (a) Complete dataset      (b) Dataset after selection  

 BLasso PLS  Supervised BLasso SPLS PLS-OPS 

r 0.688 0.702  0.703 0.690 0.696 

RMSE 4.22 to 12.02 3.71 to 18.51  4.05 to 11.27 4.27 to 18.64 3.44 to 17.44 
BLasso: Bayesian Lasso Regression; PLS:  Partial least squares regression; SPLS: Sparse partial least squares regression; PLS-OPS: Ordered predictors selection 
associated with partial least squares regression.     

 
The BLasso and PLS methods are similar in their predictive ability (0.688 and 

0.702, respectively; and minimum RMSE values equal to 3.71 and 4.22) (Table 3-a). 
Similar r and RMSE values also occurred after selecting variables by the three methods 
evaluated (Table 3-b). 

To better understand the statistics presented (RMSE and the r), the simulated set 
number 3 was randomly taken as an example. In this simulation, the RMSE and r values for 
supervised BLasso were 6.91 and 0.75, respectively. Referring to SPLS, we found RMSE = 

6.20 and r = 0.75; and referring to PLS-OPS, RMSE = 6.56 and r = 0.75. According to 
Ferreira (2015), the model is considered adequate when the RMSE is much lower than the 

test set's standard deviation or when the ratio between the standard deviation of the test set 
and the RMSE value is a number around 10. The standard deviation of the original data in 
the test set was 9.03, and the ratio between the standard deviation and the RMSE was 

approximately 1.45 for the supervised BLasso, 1.42 for the SPLS, and 1.4 for the PLS-OPS. 
Thus, empirically, we infer that the prediction model is still not adequate for the chosen 
dataset, despite the relatively good correlation obtained. 
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In Figure 2, the x-axis shows the 500 SNPs evaluated. In the y-axis, there are the 
frequencies with which the models via supervised BLasso (Figure 2-a), SPLS (Figure 2-b), 
and PLS-OPS (Figure 2-c) selected each of the SNPs. In other words, Figure 2 shows how 

many times each SNP was chosen among the 1000 models built, according to the selection 
model.  

 

 
Figure 2. Selection frequency for the 500 SNPs in the 1000 datasets simulated. (a) supervised BLasso, (b) SPLS, 

and (c) PLS-OPS as selection methods evaluated in Scenario 1. 

 

In this work, we simulated the correlation matrix from a uniform distribution that varied 

according to the distance between SNPs (Table 2). According to Feng et al. (2012), closer SNPs 

are more correlated to each other. Because of the simulation process, some of the more distant 

SNPs may have stronger associations than the closest ones, justifying the fact that in addition to 

the initially significant variables (SNPs), the methods also selected other variables, especially 

those more comparable to those that were considered significant in the simulation process. By 

following the frequencies with which the models are selecting the actual SNPs (Figure 2), we 

can observe that the SPLS selects the non-significant SNPs more often than the supervised 

Blasso or the PLS-OPS.  

In general, the SNPs taken as responsible for the phenotypic variation were the most 

selected, especially the SNP43, SNP124, SNP242, and SNP425, which were the most frequent 

in all methods used (Table 4). We can highlight that these most selected SNPs had the most 

significant effects.   

Neither the supervised BLasso nor the PLS-OPS methods selected the model 

containing all significant SNPs evaluated in this scenario. However, in 5 times, 31 of the 52 
actual SNPs were selected by supervised BLasso, and in 7 times, 38 real SNPs were 
selected by PLS-OPS. The SPLS, on the other hand, chose the exact model 168 times. 

On average, the models constructed by the SPLS method selected about 310 
variables for each simulation, while by PLS-OPS, they chose on average 124 variables. The 

supervised BLasso according to the selection criteria adopted (20% of the most significant 
variables selected), for each simulation the models selected 100 variables. 
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Table 4. Frequency with which the models built using the three variable selection methods (Supervised 

BLasso, SPLS and PLS-OPS) selected some SNPs of higher effects evaluated in the first scenario in a total 

of 1000 simulations. 

 

 Frequency 

 Supervised BLasso SPLS PLS-OPS 

SNP 43 

SNP 124  

847 

713 

896 

826 

876 

766 

SNP 242 636 817 685 

SNP 425 648 820 713 

 

In general, after using the methods to select the "best" variables, we observed that 
the RMSE and r values remained very close compared to the complete model (Complete 
data: BLasso: r = 0.688 and RMSE: 4.22 to 12.02; and PLS: r = 0.702 and RMSE: 3.71 to 

18.51. Data with selection: supervised BLasso: r = 0.703 and RMSE: 4.05 to 11.27; SPLS: r 
= 0.690 and RMSE: 4.27 to 18.64; and PLS-OPS: r = 0.696 and RMSE: 3.44 to 17.44). The 
great advantage of these variable selection models would be identifying more influential 

regions in the variable under study and working with a small number of variables, making 
the models more parsimonious. 

Simulated datasets (Scenario 2) 
 

In Scenario 2, ten SNPs (SNP2, SNP5, SNP10, SNP34, SNP49, SNP 73, SNP76, 
SNP139, SNP153, SNP199) were randomly chosen from the whole set of SNPs to 
contribute to the phenotypic variation, with regression coefficients given respectively by β = 

(0.4; 0.6; 0.7; 0.9; 1.2; 1.5; 1.6; 1.9; 2; 2.1).  The remaining 490 SNPs received their effects 
βi (i= 1 to 500) equal to zero (Ferreira, 2018). 

Scenario 2 differs from Scenario 1 because in Scenario 1 the regression coefficients 

corresponded to values above the module of 1.6, while in Scenario 2 they corresponded to 
specific values ranging from 0.4 to 2.1. We can notice that some lower effects values of 
regression coefficients were chosen to verify the ability of the different models to detect 

those corresponding SNPs. 
Table 5 shows the variation intervals for r and RMSE in the test sets using the PLS 

method and the BLasso, on all variables of the data matrix, in the 1000 simulations (Table 
5a) and the results related to the use of the supervised BLasso selection methods (selection 
of 20% of the variables), SPLS and PLS-OPS (Table 5b), evaluated in Scenario 2. 

 
 

Table 5. Mean correlation coefficient (r) and RMSE variation interval between predicted value (y p) and 

actual (y) belonging to the test subset in 1000 simulations, evaluated in Scenario 2, by BLasso and PLS 
methods, on the complete dataset (a) and using the selection methods: supervised BLasso (selection of 20% 

of variables), SPLS and PLS-OPS (b). 

 

(a) Complete data   (b) Data with selection 

 BLasso PLS  Supervised BLasso SPLS PLS-OPS 

r 0.665 0.632  0.753 0.846 0.705 

RMSE 1.24 to 3.88 1.30 to 5.90  1.13 to 3.35 0.92 to 4.66 0.86 to 5.32 
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In terms of predictive ability, we can see that SPLS outperformed the other 
methods. The standard deviations in the test population of the data ranged from 1.78 to 
5.71. The ratios between the standard deviations and the RMSE values for each method are 

not yet adequate for a satisfactory prediction model, according to the empirical criterion 
suggested by Ferreira (2015). 

In this scenario (Scenario 2), two criteria were used to choose the number of 

variables selected by the supervised BLasso. In Criterion 1 we selected 20% of the whole 
set of variables, and in Criterion 2 the number of variables chosen was equal to the number 
of variables selected by the SPLS and PLS-OPS methods, respectively. Figure 3 shows the 

graphs of the frequency of SNPs selected from each method. The supervised BLasso was 
evaluated in the first criterion.  

 

 
Figure 3. Selection frequency for the 500 SNPs in the 1000 simulated datasets obtained from the selection 

methods evaluated in the second scenario: (a) supervised BLasso (selection of 20% of variables), (b) SPLS, and 

(c) PLS-OPS. 

 

From Figure 3, we can notice that when the values of the coefficients are lower, the 
SPLS selects fewer irrelevant variables compared to the other methods. In a simulation 
study conducted by Feng et al. (2012), aiming to compare the SPLS and selection operator 

(LASSO) methods for the selection of SNPs of lower effects, the results obtained were 

similar to those found in this study, with the SPLS selecting fewer irrelevant variables 

(Figure 3b). Figure 4 refers to the results from the supervised BLasso evaluated in Criterion 

2, in which we fixed the number of variables that the supervised BLasso would select to the 
number of variables selected by the SPLS and PLS-OPS methods. 

When the supervised BLasso uses the number of variables selected by the SPLS and 
PLS-OPS methods, it selects fewer irrelevant variables when evaluated under Criterion 1 

(20% of variables), especially when using the SPLS. The value of the correlation coefficient 
of the supervised BLasso turned to 0.80, with the RMSE ranging from 0.74 to 3.25, when 
we adopted the number of variables of the SPLS, selecting the correct model (models that 
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selected exactly the regression coefficients that we took as significant) 31 times. Analyzing 
the supervised BLasso with the PLS-OPS criterion, we obtained r = 0.77 and RMSE ranging 
from 0.79 to 3.76 and selected the correct model 68 times. 

Comparing the complete models with the selection models, we can notice that in all 
methods the mean correlation coefficient was increased for both the complete data (BLasso:  
r = 0.665; and PLS:  r = 0.632), as for those with selection (supervised BLasso:   r = 0.753; 

SPLS:  r = 0.846; and PLS-OPS: r = 0.705). In addition, the RMSE variation interval has 
decreased, indicating that making selection when the effects of SNPs are of smaller 
magnitudes is a good alternative (Ferreira, 2018). 

 

 
Figure 4. Selection frequency for the 500 SNPs in the 1000 simulated datasets obtained from supervised BLasso 

as a selection method, adopting the same number of variables selected in each simulation by methods (a) SPLS 

and (b) PLS-OPS. 

Actual SNPs dataset 
 
Table 6-a shows the r and RMSE values in the test sets using the BLasso and PLS 

methods on all variables (1135 columns) of the data matrix. In Table 6-b, we evaluated the 
same statistics after using the proposed selection methods. 

 
 

Table 6. Correlation coefficient (r) and RMSE between the predicted (y p) and the actual (y) values 

belonging to the test subset in the actual SNPs dataset (data of corn production in irrigated conditions). (a) 

The BLasso and PLS methods were used on all variables (1135 variables). (b) The selection methods: 

supervised BLasso, SPLS and PLS-OPS selected 227, 1011 and 26 SNPs respectively. 

 

(a) Complete data  (b) Data with selection 

 BLasso PLS  Supervised BLasso   SPLS PLS-OPS 

r 0.525 0.491  0.56 0.445 0.552 

RMSE 0.73 2.63  0.56 2.76 2.96 

 
Analyzing the correlation coefficient (r), the results obtained when using the 

supervised BLasso and the PLS-OPS were higher than those of the SPLS. Crossa et al. 
(2010) originally analyzed this same dataset in which several statistical methods were 
applied, among them the BLasso method, which presented better results (r = 0.525 and 

RMSE = 0.73) considering the complete model identical to that shown in our work. 
We can note that when we applied the supervised BLasso evaluated under Criterion 

1 (20% of the variables) and the PLS-OPS method, we obtained correlation values equal to 
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0.56 and 0.552, respectively (Table 6). The correlation value (r = 0.525) obtained by Crossa 
et al. (2010) was surpassed by the methods used in this study, affirming the use of 
supervised BLasso and PLS-OPS methods in SNPs data. 

For this dataset, the standard deviation in the test population was 0.89, while the 
RMSE values for the supervised BLasso, SPLS, and PLS-OPS were, respectively, 0.56, 
2.76, and 2.96. Therefore, the RMSE value = 0.56, with the ratio between the standard 

deviation and the RMSE approximately equal to 1.6 for the supervised BLasso, is the best 
prediction model, indicating that the best method for modeling this dataset, considering the 
selection of variables, is the supervised BLasso. 

Real NIR dataset 
 

As described in detail in the Material and Methods, we evaluated two sets of NIR 

data: DATA 1: Sugarcane fiber content, DATA 2:  Lignin content of sugarcane. The NIR 

spectra of DATA 1 and 2, in the range of 4000 to 10000 cm
-1

, are shown in Figure 5. 

 

 
Figure 5. NIR SPECTRA: Sugarcane fiber content (DATA 1); Lignin content of sugarcane (DATA 2). 
 

Table 7-a shows the values of r and RMSE in the test sets using the BLasso and 

PLS methods on all variables of the data matrix 1 and 2. Table 7-b presents the same 
statistics using supervised BLasso (20% of the selected variables), SPLS, and PLS-OPS, 
respectively, on the datasets studied. 

 
 

Table 7. Correlation coefficient (r) and RMSE between the predicted (y p) and actual (y) values belonging 

to the test subset of the two sets of real NIR spectroscopy data (Sugarcane fiber content (DATA 1); Lignin 
content of sugarcane (DATA 2). The BLasso and PLS methods were used on all variables (DATA 1: 3113 

variables and DATA 2: 1038 variables) (a). The selection methods: supervised BLasso, SPLS, and PLS-

OPS selected 623, 2275, and 42 variables respectively in DATA 1 and 208, 1035, and 117 in DATA 2 (b). 

 

(a) Complete data  (b) Data with selection 

Data  BLasso PLS  Supervised BLasso SPLS PLS-OPS 

 

1 

r 0.69 0.68  0.69 0.679 0.676 

RMSE 1.74 1.75  2.17 2.38 2.83 

 

2 

r 0.96 0.93  0.956 0.83 0.946 

RMSE 0.67 0.89  0.66 2.35 0.77 

 

 



©FUNPEC-RP www.funpecrp.com.br Genetics and Molecular Research 20 (2): gmr18909 

 
 

 

 

 
 

 

 

R.A. Ferreira
 
et al.                                                                        14 

 

In the DATA 1 (Table 7-b) set, the selection methods work similarly, with r and 
RMSE values very close; in terms of predictive capacity, the methods are similar. The 
standard deviation value of the data in the test set was 2.35. The supervised BLasso 

presented RMSE = 2.17, lower than that obtained in the other proposed methods. However, 
the ratio of 2.35/2.17 does not meet the criteria defined by Ferreira (2015) to classify the 
model as adequate. The model with the selection of variables did not have an improved 

predictive ability than the complete model (Table 7).   
In dataset 2, the best selection methods were the supervised BLasso and PLS-OPS. 

In terms of predictive ability, these models were similar to those obtained with the complete 

data. However, they have the advantage of having fewer variables. 

CONCLUSIONS 
 

The methods supervised BLasso and PLS-OPS provided similar prediction ability. 
The supervised BLasso ensured more parsimonious models, selecting fewer variables than 
PLS-OPS. When the effects of the variables were of lower magnitudes, the SPLS 

outperformed the other methods, assigning few irrelevant variables. The final models 
became simpler by using the selection methods than the respective models with the 

complete data since the number of variables decreased significantly in all datasets studied, 
without significant loss of prediction power. 
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